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Lexical productivity, especially by compounding and derivation, is a characteristic of German word
formation. This leads to bottleneck problems in different fields such as the building of terminology or
Information Retrieval. Most tools for the analysis of German word forms are restricted to flat
morphological structures (e.g. SMOR by Schmid (2004), Gertwol by Haapalainen & Majorin (1995),
MORPH by Hanrieder (1991, 1996), and TAGH by Geyken & Hanneforth (2006). The same holds for
experimental settings (e.g. Cap 2014, Koehn & Knight 2003). Only Wirzner & Hanneforth (2013)
tackle the problem of full morphological parsing, restricted to adjectives, by using a probabilistic
context free grammar for parsing.

For detailed semantic processing, the recognition of hierarchical word structures is prerequisite.
Here a challenge arises in that word forms are amenable to ambiguous structure interpretations.
Probabilistic context free grammars build on frequencies of constituents but they do not exploit
information on co-occurrences and positions of morphological units. By contrast, the methodological
framework of this investigation builds on the hypothesis that morphological analysis of word tokens
can be improved by the specific contextual information.

Steiner & Ruppenhofer (2015) and Steiner (2016) developed a method for building parts of
morphological structures by using the results from SMOR (Schmid 2004) and reducing the set of all
possible low-level combinations by weighting measures. The contextual information was broadly
defined as the lexical inventory of the Mannheim corpus (see Gulikers et al. 1995, 102ff.).

The current investigation tests different weighting measures and definitions of contextual
information. The leading hypothesis is that for the different levels of morphological analyses
different weighting measures are suitable.

The frequencies for the measures were drawn from two sources: (a) the tokenized items of the
Korpus Magazin Lufthansa Bordbuch (MLD), which is a part of DeReKo-2016-I (IDS 2016, Kupietz et al.
2010) for the contextual information (b) the CELEX database for German (Baayen et al. 1995) for the
frequencies of those constituents whose frequencies could not be drawn from the corpus, including
also derivational affixes. The frequency values from CELEX are adjusted according to the size of
corpus and texts. As in previous investigations, weighting with geometric means score lead to typical
errors in the analyses, whereas measures based on frequency and length of linguistic units yield
better results.
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