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The	Register	Casino	—	Should	you	risk	your	grammar	in	an	outside	bet?	

Roland	Schäfer	(Freie	Universität	Berlin)	

	
In	 this	 paper,	 I	 investigate	 the	 effects	 of	 using	 meta	 data	 generated	 from	 per-document	
distributions	 of	 text-internal	 features	 on	 the	 statistical	 modeling	 of	 grammatical	 alternation	
phenomena	using	data	simulation.	I	argue	that	using	lexical	and	grammatical	features	to	classify	
texts	 according	 to	 register	or	 genre	and	 then	 including	 the	 output	 of	 this	 classification	 in	 the	
modeling	of	lexical	or	grammatical	alternation	phenomena	is	not	only	conceptually	circular,	but	
it	is	also	detrimental	to	the	quality	of	statistical	models	of	so-called	grammatical	alternations.	In	
the	 corpus-linguistic	 literature	 on	 grammatical	 alternation	 phenomena,	 Generalized	 Linear	
(Mixed)	Models	(GL[M]Ms;	Gelman	&	Hill	2007)	have	become	an	accepted	tool.	Such	models	are	
used	to	quantify	the	influence	of	various	features	on	a	speaker’s	choice	between	two	concurrent	
forms	 or	 two	 concurrent	 constructions	 (Gries	 2014,	 2015),	 such	 as	 the	 dative	 alternation	 in	
English	 (Bresnan	 et	 al.	 2007)	 or	 the	 low-frequency	 alternation	 of	 the	 so-called	 weak	 nouns	
towards	 the	 strong	 inflectional	 pattern	 in	 German	 (Schäfer	 2016,	 to	 appear).	 The	 underlying	
assumption	is	that	sets	of	contextual	features	create	a	more	or	less	prototypical	environment	for	
the	variants,	and	the	probabilities	of	either	variant	occurring	in	a	specific	context	is	modeled	by	
the	GLMM	(also	Divjak	&	Arppe	2013).	The	contextual	features	can	be	of	virtually	any	kind,	for	
example	grammatical	(such	the	case	of	an	NP	in	a	construction),	semantic	(such	as	humanness	of	
a	noun’s	denotation),	pragmatic	(givenness	of	a	specific	discourse	referent),	and	even	contextual	
(in	a	broader	sense)	or	situational,	such	as	the	style,	register,	genre,	or	any	similar	category.	It	is	
often	 recommended	 that	 such	 information	 should	 be	 included	 as	 so-called	 random	 effects	 in	
GLMMs	(Gries	2015).	
Genre	 and	 register	 distinctions	 are	 usually	 not	 defined	 based	 on	 text-internal	 but	 text-

external	 criteria	 (Lee	 2001).	 However,	 if	 genre	 or	 register	 categorizations	 have	 to	 be	 made	
available	for	very	large	corpora	(such	as	web	corpora),	they	can	only	be	achieved	by	automatic	
classification	 (see	 many	 contributions	 in	 Mehler	 et	 al.	 2011).	 Since	 for	 practical	 reasons,	
automatic	 classification	 can	 only	 be	 based	 on	 features	 extractable	 from	 the	 documents	
themselves,	only	grammatical	and	lexical	features	can	be	used.	This	is	very	prominently	true	for	
Biber’s	(1995)	register	classification	and	Biber	&	Egbert’s	(2016)	attempt	at	genre	classification.	
Biber’s	register	classification	is	a	bottom-up	procedure	wherein	per-text	distributions	of	lexico-
grammatical	features	are	extracted	and	then	reduced	in	dimensionality	through	factor	analysis.	
The	question	is	what	happens	when	such	register	and	genre	classifications	reconstructed	from	
text-internal	features	are	used	as	contextual	features	in	GLMMs.	Looking	only	at	Biber’s	bottom-
up	 register	 classification	 for	 now,	 I	 answer	 this	 question	 through	 data	 simulation.	 Data	
simulation	 and	 other	Monte	Carlo	methods	 have	 gained	 prominence	 in	many	 fields,	 including	
linguistics	(Vasishth	&	Broe	2011;	Carsey	&	Harden	2014).	Data	 is	artificially	generated	which	
has	precisely	specified	properties	assumed	to	be	true	for	the	relevant	population.	Properties	of	
statistical	 procedures	 can	 then	 be	 quasi-experimentally	 examined	 through	 repeated	 sampling	
from	the	simulated	population.	The	major	advantages	compared	to	real-life	experiments	are	an	
infinite	supply	of	data	and	the	fact	that	we	know	the	simulated	population	perfectly.	This	allows	
us	to	answer	all	kinds	of	“What	 if?”	questions	about	the	quality	of	statistical	procedures	under	
various	circumstances	–	 including	negative	effects	of	 ill-formed	data	sets,	suboptimal	sampling	
procedures,	 faulty	 data	 aggregation,	 incorrect	 model	 specifications,	 etc.	 In	 my	 experiment,	 I	
simulated	 a	 population	 of	 texts	 and	 grammatical	 forms	 in	 these	 texts.	 In	 this	 population,	 I	
performed	 Biber-style	 multidimensional	 analysis	 using	 the	 text-level	 distribution	 of	 40	
grammatical	 features	 which	 were	 dimensionally	 reduced	 through	 factor	 analysis.	 Then,	 I	
simulated	 diverse	 grammatical	 alternations	 within	 the	 same	 population,	 estimating	 the	
corresponding	GLMs	 (1)	based	on	 the	 raw	 features	 and	 (2)	based	on	 the	 register	dimensions.	
Across	 the	 board,	model	 quality	 drops	 significantly	when	 the	 register	 dimensions	were	 used:	
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prediction	 accuracy	 drops	 by	 20%	 on	 average,	 R²	 by	 over	 0.4.	 Furthermore,	 I	 can	 show	 that	
under	 many	 circumstances	 (e.g.,	 multicollinearity),	 coefficient	 estimates	 become	 biased.	 I	
interpret	 the	 experiment	 as	 showing	 that	we	 should	 either	used	 truly	 externally	 defined	 (and	
necessarily	manually	 annotated)	 document	 classifications	 or	 simply	 use	 raw	measures	 of	 the	
distribution	 of	 grammatical	 features	 in	 our	 corpus	 studies.	 The	 reconstruction	 of	 register	 or	
genre	 from	 text-internal	 features	 is	 illusory,	 at	 least	 for	 the	purpose	of	modeling	 grammatical	
alternation	phenomena.	
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